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MEMHE: Estimation and variable selection in generalized partially

nonlinear models with non—-ignorable missing responses

| Existing methods for analyzing semiparametric regression
models with missing data
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approach for GPNMs

N.S.Tang  Estimation & Variable Selection

&M Ar: Based on the local kernel estimation method and propensity
score adjustment method, we develop a penalized likelihood approach to
simultaneously select covariates and explanatory variables in the
considered parametric respondent model, and estimate parameters and
nonparametric functions in generalized partially nonlinear models with
non—ignorable missing responses. An EM algorithm is proposed to evaluate
the penalized likelihood estimations of parameter. The ICS QS criterion
is employed to select the optimal penalty parameter. Under some regularity
conditions, we show some asymptotic of parameter estimators such as oracle
property. It can be shown that the proposed local linear kernel estimator
of the nonparametric component is an estimator of a least favorable curve.

The consistency of the ICS QS-based selection procedure is obtained.
Simulation studies are conducted, and a real data set is used to illustrate

the proposed methodologies.



WENEA: FHEME, J5, 1968 FHAETIIER. s RKFHFESHIT
Fhiaz, WLAS, Bk, REMNEGIHSH. R, AYE¥ 50T
WF7E. 1996 FEEAL, (T T =R, 2000 4E 8 A, Wik S A NEI#EZ; 2003
T 12 H, BRSNS, 2005 SEREIE N AR RY MR SHF S
LA T, 2012 A EFN BT ER RS 2012 4 4G KILFE R
L. MAETESH 2, TEBRSGFREE, TEIGSIERE
S, PEABLSII AW SHES, BT (MRS wE; (B
G+ 5EH) 4i%: (Journal of Statistical and Econometric Methods) %
Fy (AP RFFR (ARBERD ) FF; (R e R.






